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1.1 DISCLAIMER ☁ 
This book has been generated with Cyberaide Bookmanager.

Bookmanager is a tool to create a publication from a number of sources on
the internet. It is especially useful to create customized books, lecture notes,
or handouts. Content is best integrated in markdown format as it is very fast
to produce the output.

Bookmanager has been developed based on our experience over the last 3
years with a more sophisticated approach. Bookmanager takes the lessons
from this approach and distributes a tool that can easily be used by others.

The following shields provide some information about it. Feel free to click
on them.
pypipypi v0.2.35v0.2.35  LicenseLicense Apache 2.0Apache 2.0  pythonpython 3.73.7  formatformat wheelwheel  statusstatus stablestable  buildbuild unknownunknown

1.1.1 ACKNOWLEDGMENT

If you use bookmanager to produce a document you must include the
following acknowledgement.

“This document was produced with Cyberaide Bookmanager
developed by Gregor von Laszewski available at
https://pypi.python.org/pypi/cyberaide-bookmanager. It is in the
responsibility of the user to make sure an author
acknowledgement section is included in your document.
Copyright verification of content included in a book is
responsibility of the book editor.”

https://github.com/cloudmesh-community/book/blob/main/chapters/version.md
https://github.com/cyberaide/bookmanager/main/bookmanager/template/disclaimer.md
https://pypi.python.org/pypi/cyberaide-bookmanager
https://pypi.python.org/pypi/cyberaide-bookmanager
https://github.com/cloudmesh/cyberaide-bookmanager/blob/master/LICENSE
https://pypi.python.org/pypi/cyberaide-bookmanager
https://pypi.python.org/pypi/cyberaide-bookmanager
https://pypi.python.org/pypi/cyberaide-bookmanager
https://travis-ci.com/cloudmesh/cyberaide-bookmanager


The bibtex entry is

1.1.2 EXTENSIONS

We are happy to discuss with you bugs, issues and ideas for enhancements.
Please use the convenient github issues at

https://github.com/cyberaide/bookmanager/issues

Please do not file with us issues that relate to an editors book. They will
provide you with their own mechanism on how to correct their content.

@Misc{www-cyberaide-bookmanager,
 author =   {Gregor von Laszewski},
 title =    {{Cyberaide Book Manager}},
 howpublished = {pypi},
 month =    apr,
 year =     2019,
 url={https://pypi.org/project/cyberaide-bookmanager/}

}

https://github.com/cyberaide/bookmanager/issues
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Project: Stock level prediction
This project includes a deep learning model for stock prediction. It uses LSTM,
RNN which is the standart for time series prediction. It seems to be the right
approach. The author really loved this project since he loves stocks. He invests
often, and is also in love with tech, so he �nds ways to combine both of them.
Most existing models for stock prediction do not include the volume, and
Rishabh intendede to use that as an input, but it did not go exactly as planned.

Tags:    

 6 minute read

Check ReportCheck Report passingpassing  StatusStatus passingpassing  Status: �nal, Type: Project

Rishabh Agrawal, sp21-599-353, Edit

Stock Prediction.pynb

Stock Prediction.pdf

Abstract
This project includes a deep learning model for stock prediction. It uses LSTM,
RNN which is the standart for time series prediction. It seems to be the right
approach. The author really loved this project since he loves stocks. He invests
often, and is also in love with tech, so he �nds ways to combine both of them.
Most existing models for stock prediction dont include the volume, and Rishabh
intendede to use that as an input, but it didn’t go exactly as planned.

Contents

1. Introduction
2. Existing LSTM Models
2.1. What is LSTM?
2.2. Existing LSTM models and why they don’t do great
3. Datasets
4. Results
6. Benchmark
7. Conclusion
9. References

Keywords: tensor�ow, LSTM, Time Series prediction, transformers.

1. Introduction
Using deep learning for stock level prediction is not a new concept, but this project is trying to
address a di�erent issue her. Volume. Almost no model actually uses volume, daily volume or
weekly volume. People that are experts in this �eld and do a technical analysis(TA) of stocks use
volume for their prediction extensively, so why not use it in the model? It could be ground
breaking.

LSTM is the obvious match for this kind of problem, but this project will also try to incorporate
transformers in the model. The data set used will be from Yahoo Finance .

project ai �nance
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2. Existing LSTM Models
There are quite a few models out there for stock prediction. But what exactly is LSTM? How does
it work, and how is it the obvious option here? There are other models too. Why the current
LSTM models aren’t that great? How good/bad do they perform?

2.1. What is LSTM?
LSTM is short for Long Short Term Memory networks. It comes under the branch of Recurrant
Nueral Networks. LSTMs are explicitly designed to avoid the long-term dependency problem.
Remembering information for long periods of time is practically their default behavior, not
something they struggle to learn! All recurrent neural networks have the form of a chain of
repeating modules of neural network. In standard RNNs, this repeating module will have a very
simple structure, such as a single tanh layer . LSTM is also used for other time series forecasting
such as weather and climate. It is an area of deep learning that works on considering the last few
instances of the time series instead of the entire time series as a whole. A recurrent neural
network can be thought of as multiple copies of the same network, each passing a message to a
successor .

Fig 1 LSTM

This chain-like nature reveals that recurrent neural networks are intimately related to sequences
and lists. They’re the natural architecture of neural network to use for such data. LSTMs are
explicitly designed to avoid the long-term dependency problem. Remembering information for
long periods of time is practically their default behavior, not something they struggle to learn.

2.2. Existing LSTM models and why they don’t do
great
This data corroborates what we can see from Figure 4. The low values in RMSE and decent values
in R2 show that the LSTM may be good at predicting the next values for the time series in
consideration.

2
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Figure 5 shows a sample of 100 actual prices compared to predicted ones, from August 13, 2018
to January 4, 2019. 

Fig 5 LSTM Prediction 1 Image Source

This �gure makes us draw a di�erent conclusion. While in aggregate it seemed that the LSTM is
e�ective at predicting the next day values, in reality the prediction made for the next day is very
close to the actual value of the previous day. This can be further seen by Figure 6, which shows
the actual prices lagged by 1 day compared to the predicted price .

Fig 6 LSTM Prediction 2 Image Source

In one other model on Google Colab we see an output like this

4
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Fig 7 LSTM Prediction 3 Image Source

Here we can see that clearly the model did not do well. In this model, the LSTM didn’t even get
the trends correctly. There is de�nitely need for some changes in the layers, and droupout
coe�ecient. My guess is that this model was really over�tted since the �rst half of the prediction
did reletively well .

3. Datasets
As mentioned above, the Yahoo �nance Data set will be used. It is really easy to get. Data can be
download from any time stamp to as new as today. There is a download csv button to do so.
Here is an example of AAPL stock on Yahoo Finance .

For this project the Amazon stock was chosen. The all time max historic data was downloaded
from Yahoo Finance in csv format. Here is the link

4. Results
Fig 8 shows the result of my model. The results weren’t as expected. This project was meant to
be for adding volume to the input layer. We tried to do that in the model, but it failed. It gave a
straight line for the prediction. This project did �nd a unique way to use the LSTM. It played
around with the layers, number of layers, the droupout coe�ecient to �nd the most accurate
balance. The output shows a more reliable and believable output, and that is some progress.
There might be ways to incorporate volume. Later, maybe it needs better scaling. But the
prediction did get the trends pretty accurately, even though it might not have gotten the exact
price correctly. Amazon stock alse soared unbelievabley this year due to COVID-19 and many
other external factors that were not incorporated in the model at all, so it is really common to
see an undervalued prediction. 

  

Fig 8

6. Benchmark

5

1
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Cloudmesh was used for the benchmark for this project. According to the documentaion , I used
the StopWatch.start() and StopWatch.stop() functions. Fig 9 shows the output. Loading the
dataset or prediction of the data doesn’t take long at all. The majority of the time is taken for the
training wihch is expected. Google Colab was the tool used and utilized the GPU which is why
each epoch just took about 2 seconds. When a personal CPU or the default CPU provided by
Google Colab was used, it took about 30-40 seconds for each epoch. You can see the system
con�guration in Fig 9 too. 

Fig 9 Cloudmesh Benchmark Results

7. Conclusion
Even though the model did not do as expected, we were not able to add volume as an input, we
were still able to �nd some success with changing the number layers and the coe�ecient values.
We can see that the model can successfully predict the trend of the stock prices, even with the
external factors a�ecting the prices a little. The next step for this project would be to try to scale
the volume and add it as an input to the model. One other, but rather di�cult add-on could be to
try to add some external factors as inputs. For an aggregate input of external factors, we could
use sentiment analysis through Twitter tweets as an input to the model too.
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Project: Identifying Agricultural Weeds
with CNN
Weed identi�cation is an important component of agriculture, and can a�ect the
way farmers utilize herbicide. When unable to locate weeds in a large �eld,
farmers are forced to blanket utilize herbicide for weed control. However, this
method is bad for the environment, as the herbicide can leech into the water,
and bad for the farmer, because they then must pay for far more fertilizer than
they really need to control weeds. This project utilizes images from the Aarhus
University [^1] dataset to train a CNN to identify images of 12 species of plants.
To better simulate actual rows of crops, a subset of the images for testing will be
arranged in a list representing a crop row, with weeds being distributed in
known locations. Then, the AI is tested on the row, and should be able to
determine where in the row the weeds are located.
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Abstract
Weed identi�cation is an important component of agriculture, and can a�ect the
way farmers utilize herbicide. When unable to locate weeds in a large �eld,
farmers are forced to blanket utilize herbicide for weed control. However, this
method is bad for the environment, as the herbicide can leech into the water,
and bad for the farmer, because they then must pay for far more fertilizer than
they really need to control weeds. This project utilizes images from the Aarhus
University [^1] dataset to train a CNN to identify images of 12 species of plants.
To better simulate actual rows of crops, a subset of the images for testing will be
arranged in a list representing a crop row, with weeds being distributed in known
locations. Then, the AI is tested on the row, and should be able to determine
where in the row the weeds are located.

Contents
1. Introduction
2. Pre-Processing The Data
3. Running the CNN
4. Benchmarking
5. Possible Extension
6. Conclusion
7. Acknowledgments
8. References
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1. Introduction
With a growing global population, and a changing climate that can make farm work hostile, it is
increasingly important for farms to be e�cient food producers. Fertilizers, pesticides, and
herbicides have allowed modern farms to produce far higher yields than they would otherwise
be able to. However, the environmental impact from the runo� of these chemicals when they
leave the farm can be incredibly detrimental to both human and natural wellbeing. This is why
agriculture is a �eld that is ripe for improvement from AI. There are opportunities for AI to be
used in the harvesting of crops, predictive analytics, and �eld monitoring. In this project, AI is
used in the �eld monitoring application. This is helpful for farmers because spot detection of
weeds will help them avoid using as much herbicide. This project will explore how pictures of
plants can be used to detect weeds in crop �elds. The AI has been trained with a CNN on pictures
of 12 seedling species including 960 individual plants representing both weeds desired crops .
Although 12 species are available, only 3 will be studied in this project: black grass, shepherd’s
purse, and sugar beet. These plants were chosen because their seedlings look di�erent enough
to give the AI a better chance at successfully detecting di�erences. Then, the AI is tested to
determine the accuracy of the model. First this is accomplished by reserving a subset of the
training data to be tested by the AI in order to get a base-line test of accuracy. Next, the test data
will be arranged in a list to mimic a row of crops with a desired crop, and several weeds. Then
the AI would go through the images and a program would display where a farmer would need to
apply the herbicide, according to the AI. The true test would be to see if the program can
produce a helpful map to narrow down where herbicide should be applied.

Previous similar work has been done with this dataset  in Keras with CNN image recognition,
while this project is implemented in pytorch. Similar agricultural image recognition with plant
disease  is also available to be studied.

2. Pre-Processing The Data
The plant dataset  has three sets of image options to choose from. The �rst has large images of
trays with multiple plants of the same species, the second has cropped images of individual
seedings from the larger picture (non-segmented), while the third is both cropped, and has the
background replaced with black pixels such that only the leaves remain in the picture
(segmented). To train the data, the segmented data is used. This is because it is important for the
AI to train such that it detects patterns only for the most important features of the image. If the
AI were to train on the images in the background, it might learn features of the sand or border
instead of the leaves.

1

2

3

1
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Figure 1 Dataset Image options : Large image with multiple plants (top), non-segmented
(middle), segmented (bottom)

The next component to consider is the image size to be used. The CNN requires all images to be
a uniform size to run correctly, while the original segmented data contains images of di�erent
sizes, ranging from a few 10s of pixels wide to over 4000. In order to get a sense a balance
between having a broad enough dataset to have a large enough representation of the plant
pictures to draw meaningful conclusions and the need to have reasonable �le sizes, the image’s
width or height, whichever is larger, was recorded and loaded into a histogram for each plant
species. From a visual examination, 300x300 pixels was selected. An additional 100 pixels of
padding were added to the �nal image size to prevent the images from being cut o� when
rotated. For each image in the segmented dataset, it is expanded to 400x400 pixels, and added
to the straight image folder. Then, each image is rotated and versions are saved to a rotation
folder. An ideal rotation would allow a �ne grain of rotation. However, some resource limitations
were met with the GPU used for the neural net. At �rst, the images were rotated by 10 degrees
each before being saved, then 30, then 60, and �nally 90. Finally, a csv �le with ids and labels is
needed to identify the images, and separate the training and the test data. A preprocessing
python script can be used to achieve all of these goals.

1
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Figure 2 Histograms of the max(width, height) of each of the plant species in the full dataset

3. Running the CNN
The implementation of the CNN is heavily based upon the tutorial on MINST fashion
identi�cation  where the CNN identi�es 28x28 pixel images of clothing. It is a 2 layer CNN
implemented in pytorch. In the original neural net, there are 70000 of these small images and 9
clothing designations. In this dataset, there are only 3 types of labels, but much larger images.
The tutorial had a train image set, a validation set, and a test set. After preprocessing, there were
420 suitable 400x400 unrotated images. Without any changes besides adjusting the �le paths
and image size parameters, the CNN could inconsistently get approximately 50 percent accuracy
with the test data, with the highest accuracy at 15 epochs. Because this implementation has
relatively few images compared to the MINST clothing dataset, the next test was to remove the
validation set of images, in order to use more of the prepared images for training. The result was
a maximum of 79 percent accuracy at 25 epochs.

4
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Figure 3 Examples of prepared training images

The testing accuracy of the neural net on the test data tracked closely with the prediction
accuracy when train accuracy was around 30 to 50 percent, lagging by only a few percent.
However, when the training dataset reached the 70 percent accuracy range, the test set accuracy
remained at only around 50 percent. Part of this could be due to the small size of the test set, or
the fact each plant species had a slightly di�erent number of suitable test images.

An interesting observation is that although the model was able to consistently reach 60 percent
accuracy, it would sometimes fall into a pattern where it would categorize all or almost all of the
test set as just one of the plants. There was no consistency in which plant it defaulted to, but in
between runs where the model reached decent accuracy, it would repeat this behavior. Because
the test set was evenly distributed between the three plants, this would cause the accuracy to go
to around 30 percent.

In order to see if a visualization could help a human easily see where the hypothetical herbicide
would need to be placed, a chart was created with tiles. The �rst row is the true layout of the
three types of plants in the dataset, where each plant is assigned a color. The second row is the
AI prediction of which type of plant the test set is. Even with the 79 percent test accuracy rate, it
was not as clear as it could be from the image how accurate the model was. One way of making
the visualization both easier to visually determine accuracy and more realistic is to have one type
of plant be the dominant crop, and have patches of weeds throughout the row. The major
obstacle to this was the fact that there were not enough suitable images to have a dominant
plant in the test group. Too many images used in testing would have a detrimental impact on
training the model.

Figure 4 The top row 0 shows the actual species distribution of the plants, while the bottom row
1 shows the AI prediction

4. Benchmarking
The longest operation by far was the �rst time reading in the images. This had a timed tqdm built
in, so the stopwatch function was not used here. Subsequent running of the CNN training
program must cache some of the results, so the image loading takes much less time. An initial
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loading of the 420 images took approximately 10 minutes. WIth the GPU accelarator enabled, the
training of 25 epochs got to 6.809s while the test only took .015s.

5. Possible Extension
The rotated images of the plants were ultimately not explored. This is due to the fact that the
implementation that was followed required GPU resources on Google Colab. With only 420
images to feed into the model, the GPU was not strained. However, even with 90 degree
rotations, it appeared that the GPU memory limit for running the entire notebook was reached
before even the �rst epoch. If this project were to be attempted again, the images would either
need to be smaller, or fewer straight images should be loaded so that their rotations would not
exhaust GPU allocation. One way to go about this would be to have a rotation set with fewer
images of individual plants, but to rotate them such that the rotated dataset is still around 420
images. Then, a comparison could be made between the training accuracy of 420 separate
examples of each species vs fewer individual plants at a wider range of angles.

6. Conclusion
With 420 non-rotated plant images, a maximum accuracy of 79 percent was able to be reached
in part by using the entire training dataset for training rather than validation, as the project this
was based on did. With a signi�cantly smaller number of images for the neural net to train on,
even a 10 percent change in the available training images mattered in its implementation.
Another main conclusion is the importance of resource use and choice in running CNNs.
Although in theory there could only be bene�ts to adding more images to train, with large
enough datasets, practical computing limitations become increasingly apparent. Future work
would involve choosing a model that either did not require GUP allocation, or modifying the
chosen images to take fewer computing resources.
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Project: Chat Bots in Customer Service
Automated customer service is a rising phenomon for buisnesses with an online
presence. As customer service bots advance in complication of problems they
can handle one concern about the altered customer experiece is how the
information is conveyed. Using customer support data tweets on twitter this
project runs sentiment analysis on it customer tweets and then train a
convolutional neural network to examine if conversation tone can be detected
early in the conversation.
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1. Introduction
Please not ethat an up to date version of these instructions is available at

https://github.com/cybertraining-dsc/hid-example/blob/main/project/index.md

Some studies report that customers prefer live chat for their customer sevice interactions .
Currently, most issues are simple enough that they can be resolved by a bot; and over 70% of
companies are already using or have plans to use some form of software for automation.
Existing Ai’s in use are limited to simple and common enough questions and or problems that
allow for generalizable communication. As AI technology develops and allows it to handle more
complicated problems the communication methods will also have to evolve.

Fig 1: Customer Support Preferences 

An article by Forbes “AI Stats News: 86% Of Consumers Prefer Humans To Chatbots”, states that
only 30% of consumers beleve that an AI would be better at solving their problem than a human
agent . Human agents are usually prefered becuase humans are able to personalize
converstaions to the indiviual customer. On the other hand, automated software allows for 24/7
assistance if needed, the scale of how many customers a bot would be able to handle is
considered larger and more e�cient in comparision to what humans can handle, and a
signi�cant amount of questions are simple enough to be handled by a bot .

 Fig 2: Support Satisfaction Image

source

To get the best out of both versions of service, this project uses natural language processing to
analyze social media customer service conversations. This is then run through a convolutional
neural network to predict if tone can be determined early in the converstaion.

1

1

2

3

https://github.com/cybertraining-dsc/hid-example/blob/main/project/index.md
https://acquire.io/wp-content/uploads/2017/09/chat-session.png
https://www.superoffice.com/blog/live-chat-statistics/
https://www.superoffice.com/blog/live-chat-statistics/
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2. Procedure
2.1 The Dataset

The dataset comes from the public dataset compilation website, kaggle, and can be found at
Kaggle Dataset. This dataset was chosen due to twitter support’s informal nature that is expected
to come with quicker and more automated customer interactions.

The content of the data consists of over 2.5 million tweets from both customer and various
companies that have twitter account representation. Each row of data consists of: the unique
tweet id, an anonymized id of the author, if the tweet was sent directly to a company, date and
time sent, the content of the tweet, the ids of any tweets that responded to this tweet if any, and
the id of the tweet that this was sent in response to if any.

2.2 Simplifying the Dataset

The raw dataset is large and contins unncessery information that isn’t needed for this porpose.
In order to trim the dataset only the �rst 650 samples are taken.

Next, since the project goal is to predict customer sentiment any tweet and related data sent by
a company is removed. Luckily, companies author id’s don’t get anonymized and therefore we
can �lter those out by removing any data associated with an author id that contains letters. For
speed and simplicity these author id are only checked for vowels.

3. The Algorithm
3.1 Sentiment Analysis Overview and Implementation
Sentiment analysis is the process of taking in natrual language text and determining if it has a
positive or negative sentiment . This process is useful for when doing market research and
tracking attitudes towards a particualar company. In a similar fashion this project uses sentiment
analysis to determine the text sentiment of the customer initially with their �rst inquiery and also
the sentiment of their side of the conversation as a whole.

The goal of analyzing both the �rst and general tone of the text is to determine if a general
correlation between them can be found.

The main library used for the sentiment analysis of the data was “nltk” and its subpackage
“SentimentIntensityAnalyzer”

 Fig 3: Customer Sentiment

Distribution

As can be seen in the Fig 3 the distribution of the sentiment values are generally on a normal
distribution. Looking at the binary classi�cations of both the �rst and average sentiment
distribution it can be seen that while the majority can be classi�ed as positive, 1, there’s still a
signi�cant amount that are classi�ed as negative, 0.

3.2 Convolutional Neural Networks (CNN)

4

https://www.kaggle.com/thoughtvector/customer-support-on-twitter
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While convolutional Neural Networks are traditionally used for image processing. Some articles
suggest that CNN’s also work well for Natural Language Processing. Traditionally, convolutional
neural networks are networks that apply �lters over a dataset of pixels and process the pixel as
well as those that surrounds it. Typically this is used for images as pictured below in Fig 4, for
�ltering and edge detecting for identifying objects.

Fig 4: Image convolution Image source

Fig 5: Convolution Visual Image source

CNN’s also work well for natrual language processing. Thinking about the english language,
meaning and tone of a scentence or text is caused by the relation of words, rather than each
word on its own. NLP through CNNs work in a similar fashion to how it processes images but
instead of pixels its encoded words that are being convolved.

As can be seen by Fig 6, this project used a multi-layered CNN: beginning with an embedding
layer, alternating keras 1 dimension convolution and max pooling layers, a keras dropout layer
with a rate of 0.2 to prevent over�tting of the model  and a keras dense layer that implements
the activation function into the output .

5

5

https://medium.com/saarthi-ai/sentence-classification-using-convolutional-neural-networks-ddad72c7048c
https://miro.medium.com/max/1575/1*EPpYI-llkbtwHgfprtTJzw.png
https://miro.medium.com/max/1575/1*EPpYI-llkbtwHgfprtTJzw.png
https://miro.medium.com/max/1575/1*NBtZgyBC1oSuqs2SswwwbA.png
https://miro.medium.com/max/1575/1*NBtZgyBC1oSuqs2SswwwbA.png
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 Fig 6: CNN Model

3.3 Splitting Up the Data
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In order for the data to be suitable to be run through the CNN the input features must be
reshaped into a 2-D array. Afterwards the data was split up using the “sklearn.model_selection”
package “train_test_split” with the features being input as the encoded tweets and the lables
being input as the general classi�cation sentiment.

4. Training the Model
The model was trained using the training text and training sentiment, because of the small
samples used a batch size of 50 was input and run for 10 epochs.

5. Conclusion
In conclusion, while sentiment prediction of customer tweets were not able to be executed there
is still useful information found to aid in future attempts. In dealing with the informal raw twitter
data ad performing a non-binary sentiment analysis allowed for visualization of the true spread
of what can be expected when anticipating dealing with customers, especially in an informal
setting such as social media. This project also brought to light the theorectial versatility of
convolutional neural networks, though not further examined in this project. Using the model
model �t as an indication, there is reasonable evidence that the �rst inquiry will be enough to
predict and take proactive measures in future customer service chat bots. Future execution of
this project should include altering the data pre-processing technique and using a larger set of
samples from the dataset.
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Project: Forecasting Natural Gas
Demand/Supply
Natural Gas(NG) is one of the valuable ones among the other energy resources.
It is used as a heating source for homes and businesses through city gas
companies and utilized as a raw material for power plants to generate electricity.
Through this, it can be seen that various purposes of NG demand arise in the
di�erent �elds. In addition, it is essential to identify accurate demand for NG as
there is growing volatility in energy demand depending on the direction of the
government’s environmental policy. This project focuses on building the model
of forecasting the NG demand and supply amount of South Korea, which relies
on imports for much of its energy sources. Datasets for training include various
�elds such as weather and prices of other energy resources, which are open-
source. Also, those are trained by using deep learning methods such as the
multi-layer perceptron(MLP) with long short-term memory(LSTM), using
Tensor�ow. In addition, a combination of the dataset from various factors is
created by using pandas for training scenario-wise, and the results are
compared by changing the variables and analyzed by di�erent viewpoints.

Tags:    

 13 minute read

Check ReportCheck Report passingpassing  StatusStatus passingpassing  Status: �nal, Type: Project

Baekeun Park, sp21-599-356, Edit

Code:
Forecasting_NG_Demand_Supply.ipynb

Abstract
Natural Gas(NG) is one of the valuable ones among the other energy resources.
It is used as a heating source for homes and businesses through city gas
companies and utilized as a raw material for power plants to generate electricity.
Through this, it can be seen that various purposes of NG demand arise in the
di�erent �elds. In addition, it is essential to identify accurate demand for NG as
there is growing volatility in energy demand depending on the direction of the
government’s environmental policy.

This project focuses on building the model of forecasting the NG demand and
supply amount of South Korea, which relies on imports for much of its energy
sources. Datasets for training include various �elds such as weather and prices
of other energy resources, which are open-source. Also, those are trained by
using deep learning methods such as the multi-layer perceptron(MLP) with long
short-term memory(LSTM), using Tensor�ow. In addition, a combination of the
dataset from various factors is created by using pandas for training scenario-
wise, and the results are compared by changing the variables and analyzed by
di�erent viewpoints.
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1. Introduction
South Korea relies on imports for 92.8 percent of its energy resources as of the �rst half of 2020
. Among the energy resources, the Korea Gas Corporation(KOGAS) imports Liqui�ed Natural

Gas(LNG) from around the world and supplies it to power generation plants, gas-utility
companies, and city gas companies throughout the country . It produces and supplies NG in
order to ensure a stable gas supply for the nation. Moreover, it operates LNG storage tanks at
LNG acquisition bases, storing LNG during the season when city gas demand is low and replenish
LNG during winter when demand is higher than supply .

The wholesale charges consist of raw material costs (LNG introduction and incidental costs) and
gas supply costs . Therefore, the forecasting NG demand/supply will help establish an optimized
mid-to-long-term plan for the introduction of LNG and stable NG supply and economic e�ects.

The factors which in�uence NG demand include weather, economic conditions, and petroleum
prices. The winter weather strongly in�uences NG demand, and the hot summer weather can
increase electric power demand for NG. In addition, some large-volume fuel consumers such as
power plants and iron, steel, and paper mills can switch between NG, coal, and petroleum,
depending on the cost of each fuel .

Therefore, some indicators related to weather, economic conditions, and the price of other
energy resources can be used for this project.

2. Related Work
Khotanzad and Elragal (1999) proposed a two-stage system with the �rst stage containing a
combination of arti�cial neural network(ANN) for prediction of daily NG consumption , and
Khotanzad et al. (2000) combined eight di�erent algorithms to improve the performance of
forecasters . Mustafa Akpinar et al. (2016) used daily NG consumption data to forecast the NG
demand by ABC-based ANN . Also, Athanasios Anagnostis et al. (2019) conducted daily NG
demand prediction by a comparative analysis between ANN and LSTM . Unlike those methods,
MLP with LSTM is applied for this project, and external factors a�ecting NG demand are changed
and compared.

3. Datasets
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As described, weather datasets like temperature and precipitation, price datasets of other
energy resources like crude oil and coal, and economic indicators like exchange rate are used in
this project for forecasting NG demand and supply.

There is an NG supply dataset  from a public data portal in South Korea. It includes four years
from 2016 to 2019 of regional monthly NG supply in the nine di�erent cities of South Korea. In
addition, climate data such as temperature and precipitation  for the same period can be
obtained from the Korea Meteorological Administration. Similarly, data on the price of four types
of crude oil  and various types of coal price datasets per month  are also available through
corresponding agencies. Finally, the Won-Dollar exchange rate dataset  with the same period is
used.

As mentioned above, each dataset has monthly information and also has average values instead
of the NG supply dataset. It is regionally separated or combined according to the test scenario.
For example, the NG supply dataset has nine di�erent cities. One column of cities is split from
the original dataset and merged with another regional dataset like temperature or precipitation.
On the other hand, each regional value’s summation is utilized in a scenario where a national
dataset is needed.

The dataset is applied di�erently for each scenario. In scenario one, all datasets such as crude oil
price, coal price, exchange rate, and regional temperature and precipitation are merged with
regional dataset, especially Seoul. For scenario two, all climate datasets are used with the
regional dataset. Only temperature dataset is utilized with regional dataset in scenario three. In
addition, in scenario four, all cases are the same as in scenario one, but the timesteps are
changed to two months. Finally, the national dataset is used for scenario �ve.

Figure 1: External factors a�ecting natural gas

4. Methodology

4.1. Min-Max scaling
In this project, all datasets are rescaled between 0 and 1 by Min-Max scaling, one of the most
common normalization methods. If there is a feature with anonymous data, The maximum
value(max(x)) of data is converted to 1, and the minimum value(min(x)) of data is converted to 0.
The other values between the maximum value and the minimum value get converted to x',
between 0 and 1.

4.2. Training
For forecasting the NG supply amount from the time series dataset, MLP with LSTM network
model is designed by using Tensor�ow. The �rst and second LSTM layers have 100 units, and a
total of 3 layers of MLP follow it. Each MLP layer has 100 neurons instead of the �nal layer, where
its neuron is 1. In addition, dropout was designated to prevent over�tting of data, the Adam is
used as an optimizer, and the Recti�ed Linear Unit(ReLU) as an activation function.
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Figure 2: Structure of network model

4.3. Evaluation
Mean Absolute Error(MAE) and Root Mean Squared Error(RMSE) are applied for this time series
dataset to evaluate this network model. The MAE measures the average magnitude of the errors
and is presented by the formula as following, where n is the number of errors,  is the  true
value, and  is the  predicted value.

Also, The RMSE is used for observing the di�erences between the actual dataset and prediction
values. The following is the formula of RMSE, and each value of this is the same for MAE.
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4.4. Prediction
Since the datasets used for the training process are normalized between 0 and 1, they get
converted to a range of the ground truth values again. From these rescaled datasets, it is
possible to obtain the RMSE and compare the di�erences between the actual value and the
predicted value.

5. Result
In all scenarios, main variables such as dropout, learning rate, and epochs are �xed under the
same conditions and are 0.1, 0.0005, and 100 in order. In scenarios one, two, three, and �ve, the
training set is applied as twelve months, and in scenario four, next month’s prediction comes
from the previous two months dataset. For comparative analysis, the results are obtained by
changing the size of the training set from twelve months to twenty-four months, and the e�ect is
described. Each scenario shows individual results and is comprehensively compared at the end
of this part.

5.1 Scenario one(regional dataset)
The �nal MAE of the train set is around 0.05, and the one of the test set is around 0.19. Also, the
RMSE between actual data and predicted data is around 227018. The predictive graph tends to
deviate a lot at the beginning of the part, but it shows a relatively similar shape at the end of the
graph.

Figure 3: Loss for scenario one

Figure 4: Prediction results for scenario one

5.2 Scenario two(regional climate dataset)
The �nal MAE of the train set is around 0.10, and the one of the test set is around 0.14. Also, the
RMSE is around 185205. Although the predictive graph still di�ers compared to the actual graph,
it shows similar trends in shape.
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Figure 5: Loss for scenario two

Figure 6: Prediction results for scenario two

5.3 Scenario three(regional temperature
dataset)
The �nal MAE of the train set is around 0.13, and the one of the test set is around 0.14. Also, the
RMSE is around 207585. While the tendency to follow high and low seems similar, but changes in
the middle seem to be misleading.

Figure 7: Loss for scenario three

Figure 8: Prediction results for scenario three
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5.4 Scenario four(applying timesteps)
The �nal MAE of the train set is around 0.06, and the one of the test set is around 0.30. Also, the
RMSE is around 340843. Out of all scenarios, the predictive graph shows to have the most
di�erences. However, in the last part, there is a somewhat akin tendency.

Figure 9: Loss for scenario four

Figure 10: Prediction results for scenario four

5.5 Scenario �ve(national dataset)
The �nal MAE of the train set is around 0.03 and the one of test set is around 0.14. Also, the
RMSE between real data and predicted data is around 587340. Tremendous RMSE value results,
but direct comparisons are not possible because the baseline volume is di�erent from other
scenarios. Although the predictive graph shows discrepancy, it tends to be similar to the results
in scenario two.

Figure 11: Loss for scenario �ve
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Figure 12: Prediction results for scenario �ve

5.6 Overall results
Out of the �ve scenarios in total, the second and third have smaller RMSE than others, and the
graphs also show relatively similar results. The �rst and fourth show di�erences in the beginning
and similar trends in the last part. However, it is noteworthy that the gap at the beginning of
them is very large, but it tends to shrink together at the point of decline and stretch together at
the point of increase.

In the �rst and �fth scenarios, all data are identical except that they di�er in regional scale in
temperature and precipitation. It is also the same that twelve months of data are used as the
training set. From the subtle di�erences in the shape of the resulting graph, it can be seen that
the national average data cannot represent the situation in a particular region, and the amount
of NG supply di�ers depending on the circumstances in the region.

Figure 13: Total prediction results: 12 months training set

After changing the training set from twelve months to twenty-four months, the results are more
clearly visible. The second and third prediction graphs have a more similar shape and the RMSE
value decreases than the previous setting. The results of other scenarios show that the overall
shape has improved; contrarily, the shape of the rapidly changing middle part is better in the
previous condition.

Figure 14: Total prediction results: 24 months training set

6. Benchmarks
For a benchmark, the Cloudmesh StopWatch and Benchmark  is used to measure the
program’s performance. The time spent on data load, data preprocessing, network model
compile, training, and the prediction was separately measured, and the overall time for
execution of all scenarios is around 77 seconds. It can be seen that The training time for the
fourth scenario is the longest, and the one for the �fth scenario is the shortest.

15
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Figure 15: Benchmarks

7. Conclusion
From the results of this project, it can be seen that simplifying factors that have a signi�cant
impact shows better e�ciency than combining various factors. For example, NG consumption
tends to increase for heating in cold weather. In addition, there is much precipitation in warm or
hot weather; on the contrary, there is relatively little precipitation in the cold weather. It can be
seen that these seasonal elements show relatively high consistency for a�ecting prediction when
those are used as training datasets. Also, the predictions are derived more e�ectively when the
seasonal datasets are combined.

However, in training set with a duration of twelve months, the last part of the scenario tends to
match the actual data despite using the dataset combined with various factors that appears to
be seasonally unrelated. Furthermore, when the training set is doubled on the same dataset, it
can be seen that the di�erences between the actual and prediction graph are decreased than
the result of a smaller training set. Based on this, it can be expected that the results could vary if
a large amount of dataset with a more extended period is used and the ratio of the training set is
appropriately adjusted.

South Korea imports a large amount of its energy resources. Also, the plan for energy demand
and supply is being made and operated through nation-led policies. Ironically, the government’s
plan also shows a sharp change in direction with recent environmental issues, and the volatility
of demand in the energy market is increasing than before. Therefore, methodologies for
accurate forecasting of energy demand will need to be complemented and developed constantly
to prepare for and overcome this variability.

In this project, Forecasting NG demand and supply was carried out using various data factors
such as weather and price that is relatively easily obtained than the datasets which are complex
economic indicators or classi�ed as con�dential. Nevertheless, state-of-the-art deep learning
methods show that it has the �exibility and potential to forecast NG demand through the
tendency of the results that indicate a relatively consistent with the actual data. From this point
of view, it is thought that the research on NG in South Korea should be conducted in an
advanced form by utilizing various data and more specialized analysis.
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9. Source code
The source code for all experiments and results can be found here as ipynb link and as pdf link.

https://github.com/cybertraining-dsc/sp21-599-356/blob/main/project/code/Forecasting_NG_Demand_Supply.ipynb
https://github.com/cybertraining-dsc/sp21-599-356/blob/main/project/code/Forecasting_NG_Demand_Supply.pdf
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Abstract
The goal of this project is to predict the family of a protein based on the amino
acid sequence of the protein. The structure and function of a protein are
determined by the amino acid sequence that composes it. In the protein
structure data set, each protein is classi�ed according to its function. Categories
include: HYDROLASE, OXYGEN TRANSPORT, VIRUS, SIGNALING PROTEIN, etc.
dozens of kinds. In this project, we will use nucleic acid sequences to predict the
type of protein.

Although there are already protein search engines such as BLAST[^1] that can
directly query the known protein families. But for unknown proteins, it is still
important to use deep learning algorithms to predict their functions.

Protein classi�cation is a simpler problem than protein structure prediction[^7].
The latter requires the complete spatial structure of the protein, and the
required deep learning model is extremely complex.
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1. Introduction
The structure and function of a protein are determined by the amino acid sequence that
composes it. The amino acid sequence can be regarded as a language composed of 4 di�erent
characters. In recent years, due to the development of deep learning, the ability of deep neural
networks to process natural language has reached or even surpassed humans in some areas. In
this project, we tried to treat the amino acid sequence as a language and use the existing deep
learning model to analyze it to achieve the purpose of inferring its function.

The data sets used in the project come from Research Collaboratory for Structural Bioinformatics
(RCSB) and Protein Data Bank (PDB) .

The data set contains approximately 400,000 amino acid sequences and has been labeled. The
label is the family to which the protein belongs. The protein family includes HYDROLASE,
HYDROLASE/HYDROLASE INHIBITOR, IMMUNE SYSTEM, LYASE, OXIDOREDUCTASE, etc. Therefore
this problem can be regarded as a classi�cation problem. The input of the model is a sequence,
the length of the sequence is uncertain, and the output of the model is one of several categories.
By comparing DNN, CNN, LSTM and other common models, we have achieved e�ective
prediction of protein energy supply.

2. Dataset
PDB is a data set dedicated to the three-dimensional structure of proteins and nucleic acids. It
has a very long history, dating back to 1971. In 2003, PDB developed into an international
organization wwPDB. Other members of wwPDB, including PDBe (Europe), RCSB (United States),
and PDBj (Japan) also provide PDB with a center for data accumulation, processing and release.
Although PDB data is submitted by scientists from all over the world, each piece of data
submitted will be reviewed and annotated by wwPDB sta�, and whether the data is reasonable
or not. The PDB and the software it provides are now free and open to the public. In the past few
decades, the number of PDB structures has grown at an exponential rate.

Structural biologists around the world use methods such as X-ray crystallography, NMR
spectroscopy, and cryo-electron microscopy to determine the position of each atom relative to
each other in the molecule. Then they will submit this structural information, wwPDB will
annotate it and publish it to the database publicly.

PDB supports searching for ribosomes, oncogenes, drug targets, and even the structure of the
entire virus. However, the number of structures archived in the PDB is huge, and �nding the
information may be a di�cult task.

The information in the PDB data set mainly includes: protein/nucleic acid source, protein/nucleic
acid molecule composition, atomic coordinates, experimental methods used to determine the
structure. Structural Protein Sequences Dataset: https://www.kaggle.com/shahir/protein-data-
set/code

Protein dataset classi�cation: https://www.kaggle.com/rafay12/anti-freeze-protein-classi�cation

RCSB PDB: https://www.rcsb.org/

1
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Figure 1: Data set sample.

Figure 2: The frequency of appearance of di�erent labels.
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Figure 3: The length distribution of amino acid sequences.

3. Deep learning algorithm
Two deep learning models, CNN and LSTM , are mainly used in this project. In addition, the Word
Embedding algorithm is also used to preprocess the data.

Among these models, the CNN model comes from the Kaggle website  and will be used as a test
benchmark. We will try to build a simpler but more accurate model with an accuracy rate of at
least not lower than the test benchmark.

3.1 Word Embedding

A word embedding is a class of approaches for representing words and documents using a
dense vector representation.

Iin an embedding, words are represented by dense vectors where a vector represents the
projection of the word into a continuous vector space.

The position of a word within the vector space is learned from text and is based on the words
that surround the word when it is used.

The position of a word in the learned vector space is referred to as its embedding.

Two popular examples of methods of learning word embeddings from text include: Word2Vec
and GloVe .

Figure 4: Word2Vec and GloVe.

3.2 LSTM

Recurrent Neural Network (RNN) is a neural network used to process sequence data. Compared
with the general neural network, it can process the data of sequence changes. For example, the
meaning of a word will have di�erent meanings because of the di�erent content mentioned
above, and RNN can solve this kind of problem well.

Long short-term memory (LSTM) is a special kind of RNN, mainly to solve the problem of gradient
disappearance and gradient explosion during long sequence training. Compared to ordinary
RNN, LSTM can perform better in longer sequences.

2
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Figure 5: LSTM.

4. Benchmark
4.1 Compare with test benchmark

 is a highly accurate model on the Kaggle website. It is currently one of the models with the
highest accuracy on this data set. In this project, CNN model in  will be used as a test
benchmark. We use categorical cross entropy as loss function.

Model CNN LSTM

#parameters 273,082 203,226

Accuracy 91.6% 91.9%

Training time 7ms/step 58ms/step

Batch size 128 256

Loss 0.4051 0.3292

Both the CNN model and the LSTM model use the word embedding layer for data dimensionality
reduction. After testing, the result is that LSTM uses fewer parameters to achieve the same or
even slightly higher accuracy than the benchmark. However, due to the relatively complex
structure of LSTM, its training speed and guessing speed are slower.

In order to make a fair comparison with the test benchmark, we only selected the 10 most
frequent samples as the data set, which is also the original author’s choice. Therefore, the
accuracy of more than 90% here is only of relative signi�cance, and does not mean that the same
accuracy can be achieved in practical applications (the data set usually has more categories).

4.2 The impact of the number of labels on accuracy
In order to further test the performance of LSTM on di�erent data sets, we further increased the
number of labels, gradually increasing from 10 labels to 20 labels. Figure 6 shows the e�ect of
the number of labels on accuracy.

Figure 6: The impact of the number of labels on accuracy.

3

3
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Note that due to the limitation of the data set, the number of samples belonging to di�erent
labels is di�erent. If we want to balance di�erent categories, we have to shrink the data set,
which will a�ect the accuracy. This is one of the limitations of this test.

5. Conclusion
The deep learning model gives a prediction accuracy of more than 90% for the 10 most common
protein types. If the number of label is increased to 20, the accuracy rate will drop to 80%. The
traditional machine learning model is di�cult to deal with string data of di�erent lengths.
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Abstract
Deep Learning has become the main form of machine learning that has been used to
train, test, and gather data for self-driving cars. The CARLA simulator has been
developed from the ground up so that reasearchers who normally do not have the
capital to generate their own data for self-driving vehicles can do so to �t their spci�c
model. CARLA provides many tools that can simulate many scenarios that an
autonomous vehicle would run into. The bene�t of CARLA is that it can simulate
scenarios that may be too dangerous for a real vehicle to perform, such as a full self-
driving car in a heavly populated area. CARLA has the backing of many companies who
lead industry like Toyota who invested $100,000 dollars in 2018 [^6]. This project uses
the CARLA simulator to visualize how a real camera system based self-driving car sees
obstacles and objects.
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1. Introduction
Making cars self driving has been a problem that many car companies have been trying to tackle in
the 21st century. There are many di�erent approaches that have been used which all involve deep
learning. The approaches all train data that are gathered from a variety of sensors working together.
Lidar and computer vision are the main sensors that are used by commercial companies. Tesla uses
video gathered from multiple cameras to train their neural network  which is known as HydraNet. In
this project, a simulation of a real driving vehicle with a camera feed will be used to see the objects
that a car would need to see to train the vehicle to be self-driving

2. Using the CARLA Simulator
The CARLA simulator which uses the driver inputs and puts into a driving log which contains data of
the trajectory and the surroundings of the simulated vehicle. The CARLA simulator uses the the
steering angle and throttle to act much like the controllable inputs of a real vehicle. CARLA is an open-
source and has been developed from the ground up to support development, training, and validation
of autonomous driving systems. In addition to open-source code and protocols, CARLA provides open
digital urban layouts, buildings, and vehicles that were created for this purpose and can be used
freely. The simulation platform supports �exible speci�cation of sensor suites, environmental
conditions, full control of all static and dynamic actors, maps generation . The simulation will be
created by driving the vehicle in the simulator and using the camera feed so that the neural network
can be trained. Driving in the simulator looks much like Figure 1.

Figure 1 Driving in Carla Simulator 

2.1 Existing Work on Carla

1

2

3
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The tutorials over Carla from the youtuber SentDex provide a good introduction into projects that
could use deep learning to train self-driving cars. His tutorials provide a good insight into the Carla
Environment so that one could perform their own study .

3. Using the TensorFlow Object Detection API
The Tenser�ow object detection API is used to classify objects with a speci�c level of con�dence.
Image recognition is useful for self-driving cars because it can provide known obstacles where the
vehicle is prohibited from traveling. The API has been trained on the COCO dataset which is a dataset
consisting of about 300,000 of 90 of the most commonly found objects. Google provided this API to
improve the state of the Computer vision �eld. Figure2 shows how the bounding boxes classify images
using the object detection API.

Figure 2 Obect Detection for Cars 

4. Implementation
4.1 System Requirements

This project uses windows 10 along with visual studio code and python 3.7. Note that this project may
work with other systems, but CARLA is a resource intensive program.

OS Version GPU RAM

Windows 10.0.18363 Build 18363 NVIDIA GTX 1660 Super 32 GB

In this study the CARLA version 0.9.9 is being used along with python 3.7 to control the simulated
vehicle in the CARLA simulator.

4.2 Download and Install CARLA

Download for CARLA version 0.9.9

https://github.com/carla-simulator/carla/releases/tag/0.9.9 

The �le to download is shown below:

CARLA_0.9.9.zip

4

5
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Make sure to download the compiled version for Windows. The Carla Simulator is around 25GB, so to
replicate the study one must have 30-50GB of free disk space. Once the �le is �nished downloading,
extract the content of the CARLA zip �le into the Downloads folder.

4.3 Download and Install TensorFlow Object Detection API

From the Downloads folder clone the TensorFlow models git

git clone https://github.com/tensorflow/models.git 

Make sure to clone this git repository into the Downloads folder of your windows machine

4.4 Download Protobuf

The link to the ProtoBuf repository download is shown below

https://github.com/protocolbu�ers/protobuf/releases/download/v3.16.0/protoc-3.16.0-win64.zip 

The Tensor�ow Object Detection API uses Protobufs to con�gure model and training parameters.
Before the framework can be used, the Protobuf libraries must be downloaded and compiled . Make
sure that you extract the �le to the Downloads folder. To con�gure the model within the directory
structure run the commands below.

Run the pwd command from powershell and get the path from root to
Downloads folder

pwd 

When running the command make sure that you are in
‘~/Downloads/models-master/research’

'PathFromDownloads/Downloads'/protoc object_detection/protos/*.proto --python_out=. 

The command shown above con�gures protobuf so that the object detection API could be used. Make
sure you are in the Downloads/models-master/research path. Run the commands below to install all
of the necessary packages to run the object detection API.

Make sure that you are in Downloads/models-master/research when
running this command

cp object_detection/packages/tf2/setup.py . 
python -m pip install . 

After installing the packages test your installation from the Downloads/models-master/research path
and run the command below.

Test Installation

python object_detection/builders/model_builder_tf2_test.py 

Test Success

If the test was successful than you will a result similar to the one showed in Figure 3.

7
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Figure 3

4.5 Running Carla With Object Detection
The directory structure for the CARLA for the project shoud have protobuf, the tensor�ow models-
master directory, and the CARLA_0.9.9 directory all in the Downloads folder. To correctly run this
project one would need to open two powershell windows and run the CARLA client and the �le which
is providid in this git repository called tutorialEgo.py. The two code snippets below show how to both
programs

Run CARLA Client

"your path"\Downloads\CARLA_0.9.9\WindowsNoEditor> .\CarlaUE4.exe 

Run Carla Object Detection Program

5. Training Model

Model Name Speed COCO mAP

ssd_mobilenet_v1_coco fast 21

ssd_inception_v2_coco fast 24

rfcn_resnet101_coco medium 30

faster_rcnn_resnet101_coco medium 32

faster_rcnn_inception_resnet_v2_astrous_coco slow 37

To perform the object detection in the Cara simulator this project uses the TensorFlow object
detection API. The model uses the COCO dataset which contains �ve di�erent models each with a
di�erent mean average precision. The mean average precison, or mAP, is the product of precision and
recall on detecting bounding boxes. The higher the mAP score, the more accurate the network is but
that slows down the speed of the model . In this project the ssd_mobilenet_v1_coco model was used
because it is the fastest of the 5 models providie for the COCO dataset.

#Make sure to place the tutorialEgo.py in the examples folder from the downloaded carla f

"your path"\Downloads\CARLA_0.9.9\WindowsNoEditorPythonAPI\examples> py -3.7 .\tutorialEg

8
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6. Results
The accuracy of the model was not very good at detecting other scenery, but it was able to detect the
most important obstacles for self-driving cars such as other vehicles, pedestrians, and tra�c signals.
The video below shows a simulation in the Carla simulated vehicle with object detection.

Figure 4 Object Detection in CARLA

https://drive.google.com/�le/d/13RXIy74APbwSqV_zBs_v59v4ZOnWdtrT/view?usp=sharing

7. Benchmark
The benchmark used for this project was the StopWatch function from the cloudmesh package . The
function can see how long a particular section of code took compared to a di�erent section in the
program. In this project the section that took the longest was to setup pedestrian and tra�c accross
the simulated city. This makes sense because there are many vehicles and pedestrians that need to be
spawned while also pre computing there trajectories.

Figure 5

8. Conclusion
The ssd_mobilenet_v1_coco model did not perform as well as it could have because it sometimes
classi�ed some objects wrong. For example, some pedestrians walking produced shadows which the
object detection models perceived as ski’s. The mean average precision of the model was the lowest

9
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of the models trained by the COCO dataset which played a factor in the accuracy of the model. This
caused issues in the vehicle’s detection of its surroundings. Overall, the model was good at classifying
the main objects it needs to know to drive safely such as pedestrians and other vehicles. This project
ful�lled its purpose by showcasing that it can use the object detection from the camera feed along
with built in collison detector to be able to train a self-driving vehicle in CARLA.
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1.1. De novo molecular design
Deep learning (DL) is �nding uses in developing novel chemical structures. Methods that employ
variational autoencoders (VAE) have been used to generate new chemical structures. Approaches
have involved encoding input string molecule structures, then reparametrizing the underlying
latent variables, before searching for viable solutions in the latent space by using methods such
as Bayesian optimizations. The results are then decoded back into simpli�ed molecular-input
line-entry system (SMILES) notation, for recovery of molecular descriptors. Variations to this
method involve using generative adversarial networks (GAN)s, as subnetworks in the
architecture, to generate the new chemical structures .

Other approaches for developing new chemical structures involve recurrent neural networks
(RNN), to generate new valid SMILES strings, after training the RNNs on copious quantities of
known SMILES datasets. The RNNs use probability distributions learned from training sets, to
generate new strings that correspond to molecular structures . Variations to this approach
incorporate reinforcement learning to reward models for new chemical structures, while
punishing them for undesirable results .

1.2. Bioactivity prediction

Computational methods have been used in drug development for decades . The emergence of
high-throughput screening (HTS), in which automated equipment is used to conduct large assays
of scienti�c experiments on molecular compounds in parallel, has resulted in generation of
enormous amounts of data that require processing. Quantitative structure activity relationship
(QSAR) models for predicting the biological activity responses to physiochemical properties of
predictor chemicals, extensively use machine learning models like support vector machines
(SVM) and random decision forests (RF) for processing , .

While deep learning (DL) approaches have an advantage over single-layer machine learning
methods, when predicting biological activity responses to properties of predictor chemicals, they
have only recently been used for this . The need to interpret how predictions are made through
computationally oriented drug discovery, is seen - in part - as a factor to why DL approaches
have not been adopted as quickly in this area . However, because DL models can learn complex
non-linear data patterns, using their multiple hidden layers to capture patterns in data, they are
better suited for processing complex life sciences data, than other machine learning approaches
.

Their applications have included pro�ling tumors at molecular level and predicting drug
responses, based on pharmacological and biological molecular structures, functions, and
dynamics. This is attributed to their ability to handle high dimensionality in data features, making
them appealing for use in predicting drug response .

For example, deep neural networks were used in models that won NIH’s Toxi21 Challenge  on
using chemical structure data only to predict compounds of concern to human health . DL
models were also found to perform better than standard RF models  in predicting the biological
activities of molecular compounds in the Merck Molecular Activity Challenge on Kaggle . Details
of the challenge follow.

2. Related Work
2.1. Merck Molecular Activity Challenge on Kaggle
A challenge to identify the best statistical techniques for predicting molecular activity was issued
by Merck & Co Pharmaceutical, through Kaggle in October of 2012. The stated goal of the
challenge was to ‘help develop safe and e�ective medicines by predicting molecular activity’ for
e�ects that were both on and o� target .

2.2. The Dataset

A dataset was provided for the challenge . It consisted of 15 molecular activity datasets. Each
dataset contained rows corresponding to assays of biological activity for chemical compounds.
The datasets were subdivided into training and test set �les. The training and test dataset split
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was done by dates of testing , with test set dates consisting of assays conducted after the
training set assays.

The training set �les each had a column with molecular descriptors that were formulated from
chemical molecular structures. A second column in the �les contained numeric values,
corresponding to raw activity measures. These were not normalized, and indicated measures in
di�erent units.

The remainder of the columns in each training dataset �le indicated disguised substructures of
molecules. Values in each row, under the substructure (atom pair and donor-acceptor pair)
codes, corresponded to the frequencies at which each of the substructures appeared in each
compound. Figure 1 shows part of the head row for one of the training dataset �les, and the �rst
records in the �le.

Figure 1: Head Row of 1 of 15 Training Dataset �les

The test dataset �les were similar (Figure 2) to the training �les, except they did not include the
column for activity measures. The challenge presented was to predict the activity measures for
the test dataset.

Figure 2: Head Row of 1 of 15 Test Dataset �les

2.3. A Deep Learning Algorithm

The entry that won the Merck Molecular Activity Challenge on Kaggle used an ensemble of
methods that included a fully connected neural network as the main contributor to the high
accuracy in predicting molecular activity . Evaluations of predictions for molecular activity for
the test set assays were then determined using the mean of the correlation coe�cient (R2) of the
15 data sets. Sample code in R was provided for evaluating the correlation coe�cient. The code,
and formula for R2 are appended in Appendix 1.

An approach of employing convolutional networks on substructures of molecules, to concentrate
learning on localized features, while reducing the number of parameters in the overall network,
was also proposed in literature on improving molecular activity predictions. This methodology of
identifying molecular substructures as graph convolutions, prior to further processing, was
discussed by authors , .

In line with the above research, an ensemble of networks for predicting molecular activity was
planned for this project, using the Merck dataset, and hyperparameter con�gurations found
optimal by the cited authors. Recognized optimal activation functions, for di�erent neural
network types and prediction types , were also earmarked for use on the project.

3. Project Implementation
Implementation details for the project were as follows:
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3.1. Tools and Environment
The Python programming language (version 3.7.10) was used on Google Colab
(https://colab.research.google.com).

A subscription account to the service was employed, for access to more RAM (High-RAM runtime
shape) during development, although the free standard subscription will su�ce for the version
of code included in this repository.

Google Colab GPU hardware accelerators were used in the runtime con�guration.

Prerequisites for the code included packages from Cloudmesh, for benchmarking performance,
and from Kaggle, for API access to related data.

Keras libraries were used for implementing the molecular activity prediction model.

3.2. Implementation Overview

This project’s implementation of a molecular activity prediction model consisted of a fully
connected neural network. The network used the Adam  optimization algorithm, at a learning
rate of 0.001 and beta_1 calibration of 0.5. Mean Squared Error (MSE) was used for the loss
function, and R-Squared  for the metric. Batch sizes were set at 128. These parameter choices
were selected by referencing the choices of other prior investigators .

The network was trained on the 15 datasets separately, by iterating through the storage location
containing preprocessed data, and sampling the data into training, evaluation and prediction
datasets - before running the training. The evaluation and prediction steps, for each dataset,
where also executed during the iteration of each molecular activity dataset. Running the
processing in this way was necessitated by the fact that the 15 datasets each had di�erent
feature set columns, corresponding to di�erent molecular substructures. As such, they could not
be readily processed through a single dataframe.

An additional compounding factor was that the data was missing the molecular activity results
(actual readings) associated with the dataset provided for testing. These were not available
through Kaggle as the original competition withheld these from contestants, reserving them as a
means for evaluating the accuracy of the models submitted. In the absence of this data, for
validating the results of this project, the available training data was split into samples that were
then used for the exercise. The training of the fully connected network was allocated 80% of the
data, while the testing/evaluation of the model was allocated 10% of the data. The remaining
data (10%) was used for evaluating predictions.

3.3. Benchmarks
Benchmarks captured during code execution, using cloudmesh-common , were as follows:

The data download process from Kaggle, through the Kaggle data API, took 29 seconds.

Data preprocessing scripts took 8 minutes and 56 seconds to render the data ready for
training and evaluation. Preprocessing of data included iterating through the issued
datasets separately, since each �le contained di�erent combinations of feature columns
(molecular substructures).

The model training, evaluation and prediction step took 7 minutes and 45 seconds.

3.4. Findings

The square of the correlation coe�cient (R^2) values obtained (coe�cient of determination) 
during training and evaluation were considerably low (< 0.1). A value of one (1) would indicate a
goodness of �t for the model that implies that the model is completely on target with predicting
accurate outcomes (molecular activity) from the independent variables (substructures/feature
sets). Such a model would thus fully account for the predictions, given a set of substructures as
inputs. A value of zero (0) would indicate a total lack of correlation between the input feature
values and the predicted outputs. As such, it would imply that there is a lot of unexplained
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variance in the outputs of the model. The square of the correlation coe�cient values obtained
for this model (<0.1) therefore imply that it either did not learn enough, or other unexplained (by
the model) variance caused unreliable predictions.

4. Discussion
An overwhelming proportion of the data elements provided through the datasets were zeros
(0)s, indicating that no frequencies of the molecular substructures/features were present in the
molecules represented by particular rows of data elements. This disproportionate
representation of absent molecular substructure frequencies, versus the signi�cantly lower
instances where there were frequencies appears to have had an e�ect of dampening the
learning of the fully connected neural network.

This supports approaches that advocated for the use of convolutional neural networks ,  as
auxiliary components to help focus learning on pertinent substructures. While the planning
phase of this project had incorporated inclusion of such, the investigator ran out of time to
implement an ensemble network that would include the suggestions.

Apart from employing convolutions, other preprocessing approaches for rescaling, and
normalizing, the data features and activations  could have helped the learning, and
subsequently the predictions made. This reinforces the fact that deep learning models, as is true
of other machine learning approaches, rely deeply on the quality and preparation of data fed
into them.

5. Conclusion
Deep learning is a very powerful new approach to solving many machine learning problems,
including some that have eluded solutions till now. While deep learning models o�er robust and
sophisticated ways of learning patterns in data, they are still only half the story. The quality and
appropriate preparation of the data fed into models is equally important when seeking to have
meaningful results.
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Square of the Correlation Coe�cient (R2) Formula:
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Sample R2 Code in the R Programming Language:
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